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Overview:

o This talk discusses a method for creating low-volume versions

of massive geophysical data sets that approrimately retain

high-resolution data structure.

Outline:
e Motivation.
e Strategy.
e Set-up and notation.
Algorithm and its application.

Example.




Strategy:

e Partition data using a spatio-temporal grid to create a family

of data sets.

e Summarize each data set with a small set of records each of

which contains a representative value (vector) and a count.

e Obtain the representatives and counts via a lossy data
compression algorithm that optimally trades-off data

corruption and data reduction.
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Extended ECVQ Algorithm
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Applying the algorithm:
ECVQ only summarizes the sample, not the full data set.
ECVQ is subject to sampling variation.

Solution: Use Extended ECVQ embedded in a Monte Carlo
simulation (MCEECVQ) with S trials. Use different random

samples on each trial. New figures of merit:

S .
_
5 = _S‘ SE:1 557 and }: = == \

e
,"’;
—
L
s fieo.
e Bl
A Lt
S

In each cell, use the minimum distortion summary among the

S generated to represent the cell.




Example:

Apply MCEECVQ to 84 data sets separately using K = 10,
samples of size 200, S = 50 trials.

Report the summary with minimum 0.

Result: summary data are 479 records (vs. 491,044); 36

variables.

Processing time: about 8 minutes per cell on 195 MHz RISC

10000 processor.

Analysis: K-means clustering to produce a thematic map.







Cluster Representatives, K-means Analysis on Compressed Data
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Cluster Populations, K-means Analysis
on Compressed Data







